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Chapterl Overview

Basic Concept
This Part will describe guiddines for network configuration and system design when designing an
ECHONET-based sysem.

There are many types of housing, and device inddlation location, inddlation formats, and types of
use will differ accordingly. In ordinary homes, userswill inddl various devices from various vendors
over time. Therefore, the sysem must be cgpable of incorporating devices from various vendors in
various inddlaions over a long period of time. ECHONET makes it possble to build a network
utilizing the characterigtics of ECHONET network media and to use this to create sysems with a
variety of architectures

To provide userswith agtable, rdiable, easy-to-use multivendor system, the network must be suited
to device use and mug adopt a consstent design philosophy based on a unified sysem modd. This
Volume provides guiddines for the design of system architectures and network configurations based
onthe ECHONET specification.

The network configuration guiddineswill provide asummary of network configuration condraints
and requirements as seen from the perspective of sysem configuration.

Regarding the minimum functions to be implemented between devices and contrallers, the system
architecture design guiddines will present an example of arecommended sysem design example in
the form of a didributed management sysem desgn that achieves mutudly independent
expandability with minimd links between controllersand devices.

Integrated control systems are another possihility. These specifications will be revised in
accordance with changing user needs and veificaion and will dso identify necessry system
architecturesfor indusionin thissection.

1-1
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Chapter2 Network Configuration
2.1  Network Configuration Requirements

(1) Network characteridicsand usagein ECHONET
Power line A wired network that can serve as the core of a fadlity-type system because of its
ability to penetratewdls

Specid low-power wirdess A wirdess network thet can penetrate walls but is essily impacted by
the environment. Depending on how it is usad, it has the potentid to serve as the core of an
aopliance-type sysem.

Infrared: Cannot penetrate walls; in appliance -type systems, is used for communications between
deviceswithin the same room.

Twiged-pair cable: Requires specid wiring, but provides highly reiable communications.

(2) Connections between networksusing different protocols

Networks using different lower-layer protocols are connected viaan ECHONET Router. Each Sde
of the ECHONETRouter becomes a different subnet, which isidentified by a Net ID. When there is
only one subnet, the Net 1D assumes the default vaue, and the Node ID for each of the ECHONET
Node is unique. When there is more than one subnet, the uniqueness of eech ECHONET Node ID
within each subnet is guaranteed, S0 ECHONETRouters cooperate to assgn unique Net IDsto ensure
that eech ECHONET Address will remain unique throughout the domain. ECHONETRouters have
thefunction of assgning Net IDsto ECHONET Nodes

(3) ECHONET Router hop count

When communicating beyond the ECHONET Router, the number of timesthe ECHONET Router
is passed is cdled the hop count in the ECHONET routing specifications. The maximum hop count is
seven for the protocol and about three during actud use. In ahome network; it is possble to connect a
core network, networks for each room, and ECHONET Controllers and ECHONET Devices with
two subnets. Given this network configuration, when communicating between an ECHONET Node
(an ECHONET-compliant remote control) on a subnet in one room and an ECHONET Node (some
kind of ECHONET Device) in another room, it would be possible to configure the sysem with three
ubnets i.e, two hops. Therefore, ahop count of about threeis recommended.

The reason for cregting alimit on the number of hopsisto prevent unnecessary increesesin traffic
when routing processing sends an incorrect frame around the network.

(4) Warning regarding duplicate routes
When configuring the network, it is important to ensure that transmisson frames from the same
originating device are not trangmitted to the same device via a number of channds, producing
unnecessary traffic and unexpected errors

2-1
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(5) Tranamissonddays
Transmisson cgpabilities vary with the characteridtics of the network’s lower-layer protocol. For
aoplicationsthat place no condraints on network configuration, response wait time must be taken into
acoount. It is possble to configure a highly rdiable sysem by sdecting a message forma that
confirmsaresponse a the datalink leve or at the gpplication leve.

(6) Networksand domains
A domain conggs of an ECHONET Router and a least one subnet which has been assgned a
uniqueNet ID.

(7) Networksand systems
A sysem congssof ECHONET Nodes connected to anetwork comprisng an ECHONET Router
and at least one subnet. When ECHONET Node or subnets of other sysems are to be incorporated,
even patidly, into asystem, both sysems mugt belong to the same domain. In other words, each Net
ID mugt be unigue throughout the networks that make up both sysems. The device shown in the
center of Fg. 2.1 bdongs to bath Sysem A and Sysem B. The two routers connected to the
dottecHine network must have the same Net 1D on both Sdes.

Domain
System A System B
|Contro||er|
‘ ECHONET | ECHOK'\}\\‘\
router : <:> [eier O O
O « :'_' X S Device Device
Device Device - g =
“
Device

Fig. 2.1 Networks and systems

(8) ECHONET Node movement and Node IDs, Net IDs, and ECHONET Addressss
In ahome network; it is assumed that ECHONET Nodes will be moved from room to room. This
cregtesthe potentid for changing subnets and Node | Ds, which are assigned in linkage with the MAC
Address In other words, ECHONET Addresseswill change.

2-2
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3.1

Chapter3 Distributed Management System

Overview
This section presents design guiddines for the configuration of a multivendor, digtributed
management system based onthe ECHONET specification.

Most current devices incorporate microcomputers and perform intelligent, autonomous operation.
A system that links such devices obtains from each only the datait reguires or communicates to the
device the desred operation and encourages the device to perform the operaion itsdf. In this way,
links are minimized to prevent interference with mutua development. Because the intended scope of
applications for ECHONET is based on asystem that will develop over time, thistype of architecture

Iscond dered an gppropriate response.

In the digtributed management system defined in this section, autonomous functions are distributed
for monitoring and operation by controllers. In other words, the sysem architecture assumes aformet
characterized by didributed control, in which monitoring and operation are performed from the
necessary places

These specifications are to be gpplied to the configuration of an ECHONET-compliant system
based on the didtributed management system philosophy described above. In this section, the term
ECHONET will be omitted whenever posshle thus, unless athewise noted, “Node’ sgnifies an
ECHONET Node asdefined in Volumel; “Device” an ECHONET Device such ashome gopliances,
building equipment, sensors, and actuators, “Controller,” an ECHONET Device responsble for
centrd control of the aforementioned devices or aremote control; “Router,” an ECHONET Router,
“Adapter,” an ECHONET Adapter, and “Hex Device” an ECHONET Hex Device.  Also unless
otherwise noted, aDeviceis deamed to contain aNode that conssts of an Adapter and aHex Device.

3-1
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3.2  Design Guidelines
Desgn guiddinesare asindicated below.

(1) Rdidbility and sefety
The syslem must be designed to be fail-safe; it must consder sefety and rdigbility and ensure thet
system and device operation will not harm users. Also, to the greatest extent possible, it should be
based on the concept of didributing danger o that errors and mdfunctionsin individud ECHONET
Controllers, ECHONET Devices, and networkswill not affect other entities.

(2) Smplesstup
In condderation of users and inddlers, the sysem should dlow smple sstup and essy inddlaion
of devicesand sygemshby anyone.

(3) Conssgtency and accuracy of control and deta
Data to be shared by more than one device or controller must be consggent and accurate. The
sysem mugt prevent incondstendies in sysem data and unnecessary, dangerous, or uncomfortable
operaionsby devices

(4) Device movement
Because movement of devices is expected in ordinary homes, gpplication systems and networks
mus dlow this and make re-setup procedures unnecessary. The sysem mugt dso mantain
congstency of control and monitoring data, as described above.

(5) Expandability
Home gppliances, equipment, and sysems have a long lifetime, and over time new devices and
technologies will be incorporated. Therefore, expandability should be taken into account whenever
possble

3-2
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3.3  System Design

3.3.1 System Architecture
Hg. 3.1 shows one possble system configuration. In the FHg., the octagons describe the scope of
each sysem. Systlem A ismanufactured by Vendor A and containsfour devices. System B ismeade by
Vendor B and aso containsfour devices.

Asshowninthe FHg., eech sysem hasacontraller thet isrespongble for centrd management of the
operating detafor each device.

In the descriptions that follow in this section, the terms “controller” and “device” dgnify nodes
having these functions and do not limit implementation by actud products a given node may
incorporate the functions of both acontroller and adevice.

Domain

Fig. 3.1 System configuration for distributed management system

Unless otherwise spedified, the sysem architecture, which congsts of the rdationships and divison
of functions between the controllers and various devices, has the following divison of roles and
functions

Each device and contraller are designed to achieve ahigh degree of independence. This prevents
the obstruction of devdopment by devices and contrallers (sysem) and dso prevents controller
mafunctions from impacting device operation.

Operaing datafor each deviceis collected with the device ecting asa server and the controller asa
client. To the extent that it does not interfere with device operation or data security, devices activey
disclose operating data and atempt to utilize it effectively in the sysem. Controllers guarantee the
externd security of the datafor eech device.

Asde from cases in which the controller redricts its own operation, each device in principle

3-3

© 2000 2002 ECHONET CONSORTIUM ALL RIGHT RESERVED



ECHONET SPECIFICATION
X ECHONET System Design Guidelines
3 Distributed Management System

Version: 2.11
ECHONET CONSORTIUM

operaes independently and with no awareness of the contraller. However, when the controller
generaes an operdion redricting device operation, devices manage it and, in the case of a controller
malfunction, independently remove the redtriction to assure safe operation.

When a dngle device is operated by a number of controllers, the sysem must be designed to
maintain consstency and to prevent hunting, etc.

Theissue of whether to provide thisas part of ECHONET iscurrently being studied.
Example 1. Useof acontroller with proxy functions

A spedific contraller centraly manages the devices under its control and uses a proxy function to
display these devicesto ather controllers as virtud device objects, which can be accessed by the other
controllers Thus, controller operations areissued to devices after condstency isassured by acontroller
gpplication having proxy functions.

Example 2: Use of acommunicationslock mechaniam

By locking the communications channd of the device requiring condgency from a spedific
controller, it is possble to prevent the device from recaiving commands from other controllers while
thelock isactive. Study is needed on whether individua functions can belocked, etc.

Group device actions (induding linked operation) are managed by controllers without regard to
devices

Indde the system, the range within which data can be communicated istrested as adomain, and
therefore domain identification is not necessary at the gpplication leve.

The sydem desgn assumes a multi-access network. To enable gpplications to percaive the
network as being multi-access, it should incorporate the processng required for each lower-layer
medium into the gppropriate protocal difference absorption layer.

3.3.2 System Situation-based Design

(1) Sydem Studions
Fig. 3.2 shows the definition of a Stuational modd for the entire sysem which will serve as the
badis for the desgn of controller and device sysem operation. Here, these Stuations are shown as
datesand defined usng Sate diagrams. Definitions of each Stuationinthe FHg. are shown below.

Sysgem dartup

Situation in which controllers and devices share unique identifier data and mutua connection data
reguired for system operation.

Norma system operation

Situation in which system is operating normaly and there are no obstades to the execution of
system goplications (or if obstadlesexig, they are not Sgnificant enough to affect sysem operation).

3-4
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Sysemeror

Studion in which there are ggnificant obdades to sysem opeaion in the form of
communications channd erors, individud device errors (induding Adapters and Hex Devices), or
controller errors

Sysem maintenance

Situation in which actions to recover system errors are taken or in which sysem operating datais
collected. This need not involve terminating the operation of individud devices Sysem operation
itself may a0 betemporarily shut down as necessry.

As shown in Fg. 3.2, when each Stuation is viewed as a date, it becomes possble in principle to
design each gatusto enable pardld operation (shown by the dotted line).

&S/stsnirsallaﬁma‘diriﬁd power-on

Sydemaror
k mantenance J

Fig. 3.2 System situation model
(2) Stuation modesfor devices
Design should encble pardld operation of individud controllers and devices, depending on the
properties of ther gpplications, basad on the Stuationd mode described above. The following cases
should be consdered:

Example 1. Incorporation of a new device—whether new devices can be incorporated into the
system during System operation, or whether systlem operation must firgt be shut down.

Example 2: Collection of maintenance data—whether collection of device
maintenance data or maintenance operations will be allowed during system operation,
or whether system operation must first be shut down.

3-5
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3.4 Approach to System Entry, Quittance, Registration, and Deletion
The exigence of eech ECHONET nodeis defined asfollowswithin an ECHONET domain. Inthe
section beow, entry and quittance concern the definition of an ECHONET node's reason for
exigence a the ECHONET network leve, while regidration and deletion concern the definition of an
ECHONET node sreason for existence @ the goplication system leve.

(1) Entry

Satein which an ECHONET nodeis connected to an ECHONET network and communicationsis
possible, i.e, the node profile objects can be accessed. “Entry” refersto thisdate.

New entry refersto the acquistion of an EA, which involvesfour processes

[JMAC determination— [2]Node ID - [3]Net ID determingtion (Net 1D read request ) — [4]EA
determingtion

Re-entry refers to entering with node profile data from a previous entry (i.e, entering with data
gored from before quittance) (see (2) Quittance below).

(2) Quittance

Sae in which an ECHONET node is removed from an ECHONET network (includes
power-down) and in which communication is impossible, i.e, the node profile objects cannot be
accesd.

(3) Regidration

Act of goring given ECHONET node gpplication data and EA in the sysem. Cregted as an
ingancelig or aslinked datain some ECHONET node. Unrdated to physicd entry Satus

Sysem regidrationis performed using one of the following processes

[1]EA datarecognition — [2]Given node function recognition (functions and unique identifier data
are obtained from node profile dass data) - [3]Regidration in ingance ligs of other devices as
communications partner

-[3]Or: Regidration aslinked data (ether trigger or action)
Or:
[1]Regidraioninlinked data.or ingtance list by device stup method or setup device vianetwork
(4) Ddetion

Act of deting ECHONET node dataand EA from the system. Ddleted from ingtancelist or linked
dataof some ECHONET node. Unrelated to physcd entry datus

Thefollowing node management methods will not be specified:

Automatic sysem deletion of dready-registered nodes withdrawn from ECOHNET for moving,
ec.

3-6
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-1t is possble to use the unique identifier data described in the node prafile to know node
movement. By confirming the unique identifier data, it is possble to change padt regidration data for
re-entry, €c.

Intentiona quittance vs. quittance caused by network mafunction. It is impossble to diginguish
between the two. These areto be managed by the gppropriate goplication.

Handling of ingtances during regigtration and ddetion will be discussed in Section 3.7.3.

3.5 Methods of Confirming ECHONET Node Existence
It is sometimes dedrable for various ECHONET nodes to confirm or monitor the exigence of a

given node. Possible reasonsindudethefollowing:

When the nodes arein amutud control relationship, necessitating a change in control when one of
the nodes does not exig.

When thereis animmediate need to detect an error, change control, and display it to the user.

Natification of node entry within the domain is performed by announce (generd broadcast) usng
the basc sequence destribed in Volume 11, Section 5.3, (After entry, each gpplication collects
necessary datafrom the given node and regigersit with the sysem.)

After entry, the function of managing whether quittance has occurred or not is defined as the
“communications partner management function.”

Communications partner management function: Uses possihility of communications to determine
whether the communications partner node is in a Sate of entry or quittance with respect to the
ECHONET network .

Management Methods
(1) A managing ECHONET node performs arbitrary communications to a managed ECHONET
nodewith arbitrary timing and decides entry/quittance status based on the response received.
(2) A managing ECHONET node performs arbitrary communications to a managed ECHONET
node with periodic timing and decides entry/quittance Satus basad on the response recaived.

(3) A managing ECHONET node sats a communications definition for arbitrary property access
with the objective of communications partner management with a managed ECHONET node and
decides entry/quittance Satus based on the results of this communication.

(4) A managing ECHONET node decides entry/quittance status based on the results of ordinary
communicaion with a managed ECHONET node (i.e, not soldy with the objective of
communicaions partner management). It need not be the type of communication specified in the
communications definition, such as natification or periodic communications.

ECHONET does nat require the specid type of communication caled “heartbests” Each

3-7
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application sysem achieves the aforementioned objectives usng one of the above methods

3.6  System Configuration Data

Datathat must be darified for each individua node or between nodes, where each nodeisadevice,
controller, or router and asystem component, is defined as sysem configuration deta. Table 3.1 shows
the nodesthat sore this deta, the orage method (volatile/non-volatile memory: whether detais erased
when power isturned off), and conditionsfor erasang the deta

Itemsindicated within brackets| ] in Table3.1 are used as necessary and are not mandatory. Also, to
reduce the cogt of devices, non-volaile memory will dlow datic sdtting of datain ROM, etc., a the

factory.

Table31 Sygem configuration dataand orage methodsin the node profiledass

Sygem Daadefinition Daasource Nodein Soragemethod: Conditionsfor deta
corfiguraion deta whichddais | vodilenonvaaile modfication/erasure
nare tobedored
1 [ECHONET ECHONET addressof eechdevice Individud nodes  (Individua Voldtilepossbleif (modifieble)
jeddress nodes addressisre-dedided  [Subnet movemet, efc.
it Sartup
Nonvoltile
recommended
2 |ltdf node Dataregarding itsdlf nodeingancelist Individud nodes [Individua \Voldtileposshleif (modifieble)
indanceligddta  [pages1and 2innodeprdfile nodes lydemis (Changein devicecomprising node,
recorfigured & Satup |etc.
3 |Propaty mep Property support contert for eechingance  |Individud nodes (Individud \Volatileposshleif When maodificationscan bermede
(for identifying implemented functions) nodes lsydemis lusing switchesor extemd satings
recorfigured a dartup |modificationsarepossblewhenthis
Imethod isused.
4 |OthernodeEA lig  |EA dataof communicationspartnernode  [Contrdlles Contrdlers  [Nonvoldile (modifieble)
Routers Routers recommendedbutnat  (Initidization
[Devicey [Devicey recuired becausedaa
(Satingsfroma isoptiond
ettingsdevicg,
ec)
5 {Uniqueidentifier  {Uniqueddathet goplicetionsuseto Individud nodes [Individud  [Non-voltile (modifigble)
deta uniqudy identify devices (ECHONET nodes] Renritesgttings
laddressesmey changewhenthar For assLring uniquenesswithinthe
lconnection tothe network moves but this Isystemwhen, dter recognizing the
detaremainscongtant.) uniquedatafor adevice thesysem
lesodaesit withitsown seouence
Inumber for uniquemenagement
withinthesysemand rewritesit.

ECHONET defines and specdifies sysem configuration data as node profile objects and as
individua device object properties, and these data are implemented by each node. See VVolume 11 for
moreinformetion on node profile objects.
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3.7  System Startup
3.7.1 Definition of System Startup Situation
Sysem dartup refersto the action of completing regisiration and deletion operations by exchanging
and sharing sysem configuration data necessary for system operation between the nodes (i.e, the
controllers and devices, induding both Adapters and Hex Devices) comprisng the system. The
gtuation in which this action is paformed is referred to as system dartup. Once sysem dartup is
completed, the relationship for the given gpplication system has been established between the nodes.

In ordinary homes there will be frequent movement of devices and connection of new devices
during system operation; therefore, functions making it possble to add devices while the sysem is
operating arerequired.

3.7.2 System Startup Processing
Thefollowing explanation of sysem startup processing will follow the main Sepsin the procedure.

(1) Poweron
(2 Edablish network

Determine lower-layer physcd layer address Determined as per a method specified for each
lower-layer tranamisson protocoal, to be provided separatdly.

Example Manud, automatic (address server YESINO)

(3) Edablish system component dements
Determine ECHONET address Determined as per a method specified for each lower-layer
trangmisson protocol, to be provided separatdly.

Edablish routing data Edablished as per ECHONET routing data establishment method
pedifications, to be provided separatdly.

(4) Edablish sygem configuretion data

Egtablish gpplication system regidtration data between nodes. Regidration detais exchanged asthe
previoudy described configuration data between nodes or obtained and created from user settingsand
is shared between contrallers and devices as necessary. Communications middleware usesthis datato
cregte an object ingance of the communicaion partner within the communicaions middlevare,
confirm the functions of each device (accessble sarvices and properties), and determine the method
for acquiring operating data (monitor? receipt of notification”? periodic communications? natification
address?), thereby establishing the sysem architecture.

(5) Changesto sysem component dements
Processing undertaken in response to the regidration of a new device in the sysem or to the
deletion of an dreedy registered device. Because the quittance of aready registered devices and the
re-entry of withdrawn devices is expected to be performed frequently in homes, the issue of whether
toindudethis processng a sartup will be decided based on the unique characteridics of eech system.
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3.7.3 ECHONET Instance Management

(1) Sdf nodeingtance management
ECHONET nodes manage the indtances they disclose under their own responghility by assgning
ingdance numbers. Other nodes use these ingance numbers to identify the various ingances of other
nodes. Therefore, when a node discloses the same device, the ingance number mugt be dored in a
non-volatile manner to prevent changes a system startup (note that it need not be stored in memory; it
need only be assured, for example, by user operation and theingtance creation dgorithm).

(2) Other nodeingtance management

ECHONET nodes use the indance numbers disclosed by other nodes to identify actud dates
within eech node. Normdly, therefore, this data is managed in combination with the ECHONET
address of the given node and other properties shown by the node profile objects to enable continuous
identification. For example, the typicd method would be to determine the actud dae usng a
combination of the ECHONET address and the instance number shown by the given node. When a
node is conscioudy designed to handle data from other nodes, it should dearly specify those nodes as
communicaions partners.

(3) Mutud management of indanceswithin domains
Here, the gpproach to handling of communications within the domain using ingtance ligs through
ECHONET will be presented. By disdosing a database of indtance ligs for itsalf and other nodes, a
node can manage ingances within the domain via the network by reading and writing under its own

respongbility.
By meking it possble to st and obtain via the network the nodes with which each node has
relaionships, thishhasthefollowing objectives

It enables an overview of node reaionship data and darifies the decompaogtion point of
respong bility when troubleshoating.

It fadilitates system configuration maintenance within the domain.
It enables automation of the regidiration and deletion processes.
Ingpplicationswith aclear dgorithm for linked operation, it enableslinkages

Thus, when anodeis conscioudy designed to handle datafrom other nodes, it isrecommended that
it display an EA lig of the other nodes as communications partners. The following example will
discussthe need for disclosure of thisligt.

Example: Sensor announces measurement results viabroadced.

Here, the sensor itsdlf is conducting communication without an awvareness of specific nodesand has
no communications partners. Thus, it need not be managed as another node. The controller using the
value broadcadt by this sensor will indude this sensor as a communications partner on its other node
EA lig.
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When an inganceis discarded from a domain, the nodes having relationships with thisnode can be
identified by searching this other node EA lig. It isaso possble to manipulate the other node EA ligt
of these nodesto ddeteit from thelid. It should be noted thet the instance has become unnecessary in
only one system, and may gill be nesded in another system. It is dso uncertain whether the indtance
was actudly discarded or Smply withdrawn temporarily. Therefore, the actions of other node EA list
regidration and deletion are to be performed a the goplication leve. Natification that an instance was
deleted dsawhere is reference data, and the decison of whether to ddete it in the current system
should be made by the gpplication itsdf. Thus it is necessary to design the other node EA lig
regidration and deetion processes such that, when performing them remotely from the network, there
is adequte responsibility on both the acting and receiving Sdes.

Explanation

The bad ¢ goproach towards linked operation of gpplicationsiis linked operation between ECHONET
object ingances. Ordinarily, it would be necessary for linkages between devices to handle ingance
relaionship data. Verson 1.033 , however, specifies only those properties handling only the EA of the
rdlaed ingances When congdering linked dgorithms for applications, it is possble for nearly dl
functions to create a linked relationship between ingances by knowing the EA. Therefore, only the
minimum required functions were defined. The need for handling instance rdaionship data will be
gudied in thefuturefollowing verification of rdiability and ease of system configuration.

3.8  Normal System Operation

3.8.1 Definition of Normal System Operation Situation
Normd operation refers to the Stuaion in which nodes connected to the system have obtained the
necessary sysem configuration data, and operation is performed in accordance with the role to be

played by sysem gpplications.

3.8.2 Processing During Normal System Operation

(1) Operaing datasetting and getting
Each node receives operaing deata operations (property settings) within arange that does not cause
mechanicd damage or other incondstendies in its own operation. With respect to the acquistion of
operating data, it distloses as much data as passble. The security of acquired operating deta outsde
the ECHONET domain is concentrated in the functions of the gateway, which isexternd connections.
When an inconggency is encountered, however, the device itsdf takes responghbility and acts to
prevent it (eg., when the individud units of a multi-unit ar conditioning sysem cannot be fredy

operated).
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(2) Natification of operdting data
When operaing data changes, the contraller is natified immediately, or else an active naotification
function from adevice, such as periodic natification of avaue, issent to the addresses obtained during
Sartup processing.

(3) Operaing dataupdate frequency
Each device or contraller displays to the greatest extent possible the timing restrictions and updeate
frequencies for operating deta (i.e,, device property data) vaues. This prevents unnecessary increases
intraffic and enablesthe design of reasonable condraints on sysemtime, such aserror detection.

(4) Devicemovement

Devices regigtered with the sysem remain components until they are deeted; normdly they are not
erased by the system when temporarily withdrawn from the network because of a power outage, etc.
Particularly in home gpplications, where movement of devices between rooms is expected, new
regidration data should be established as quickly and as automaticaly as possble following device
movement. Also, each device should have a specific identifier for identification by applications. This
identifier should be st when the device is shipped or based on controller settings, etc., after
incorporation in the sysem, and should be stored in non-volatile memory. Also, it should be possible
to set thisidentifier using communications even when it was set a thefactory.

3.9  System Errors

3.9.1 Definition of System Error Situation
A sysem aror isdefined asagtuation in which anetwork failure or contraller (induding Adapters
and Hex Devices) or device mdfunction prevent the system from achieving its Sated objectives.

3.9.2 System Error Processing
Three causes of sysem errors are defined beow. When the responsble cause is removed or
resolved and the system recovers, the re-establishment of system configuration dataiisto be performed
as automdicaly as possble For problems with serious sefety implications, the recovery procedure
should be handled through humean intervention.

(1) Communicationserrorsand network errors

Communications erors or nework erors refer to gtuaions in which communications between
nodes becomes impossible dueto anetwork disconnection (induding router failures) or ahigh leve of
noise, and in which norma communications cannot be performed, even dter processing to recover
routers or to recover the performance disdosed for each lower-layer protocol (error correction,
retransmisson, etc.). When the problem liesin the nodes, it is referred to as a communications error;
when the problem isin the network transmisson media, it isreferred to as anetwork error. Here, each
gpplication performs the minimum required recovery processing in accordance with theimportance of
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the given communication in an attemypt to continue system operation.

It isimportant to design the system to prevent frequent abnorma shutdowns of the system caused
by increased traffic from unnecessary retrangmissons or by overly sendtive reections to
communicaionserors.

(2) Deviceerors
The sysem should have the function of natifying other parts of the sysem of device errors detected
by individud devices It should provide the controller with the necessary deta, as determined by device
characteridics, in accordance with the degree of urgency and leve of the error. When an error occurs,
it isimportant to prevent sharp increasesin treffic other than the error announcement specified in the
properties of each device object.

When adevice conggts of an Adapter and aHex Adapter, it isto be configured in such away thet it
is possble to determine with certanty when the Adgpter mafunctions and to carry out gopropriate
recovery messures (eg., when an Adapter resets independently, it should emit a Stop Naitification
Sarvice continuoudy until the Hex Devicereturnsthe results of processng).

(3) Contraller errors
The sysem should be designed such thet controller errors do not affect the independent operation of
individua devices

3.10 System Maintenance

3.10.1 Definition of System Maintenance Situation
Sygem maintenance is defined as the Stuation in which processing for the maintenance of devices
or sysemsis performed, such asthe collection of system device operating dataor error hisory data

3.10.2 System Maintenance Processing
(1) Daacollection
Each device activdly supports and disdloses generd maintenance data (when disclosure is
mandated in the pedifications) and atemptsto utilize this deta effectively within the system.

(2) Deviceand system startup and shutdown for maintenance
The system should be configured in such away that, to the grestest extent possible, it will not be
necessary to shut down adevice or sysem to collect the aforementioned maintenance deta

3.11 Traffic Specifications
Sable sysem operdtion requires traffic gpecifications. Each lower-layer protocol and upper-layer
application must havetraffic control functionsto prevent convergence.
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In ECHONET, system gpplications are desgned a the ingance level. However, when conddering
communications network traffic and the communications processing cgpabilities to be implemented
by each node, gpplications must be designed a the node leve rather than a the ingance levd. Thus,
systemdesignisnecessary for gpplications.

For example, when requesting data from a specific node, tranamitting numerous messages without
confirming a response from the intended recipient increases unnecessarily the network load by
generding unnecessary  messages  (when  recipient is absent) and  inviting  unnecessary
retrangmissons.

Also, devices typicdly have limited hardware resources and lack powerful communications
processing &bilities compared with controllers. The trangmisson of requests that overload the
processing cgpabilities of such devices renders processing impossible at the affected device, producing
the nead for re-tranamisson and increasng traffic unnecessarly.

Thus thiskind of syslem design should be avoided.
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